Migration rates, frequency-dependent selection and the self-incompatibility locus in Leavenworthia (Brassicaceae)
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Loci subject to negative frequency-dependent selection are expected to exhibit higher effective migration rates compared to reference loci. Although the number of gene copies transferred between populations by migration is the same for all genes, those subject to negative frequency-dependent selection are more likely to be retained in the immigrant population because rare alleles are selectively favored. So far, evidence for this prediction has been indirect, based on summary statistics rather than on migration rate estimates. Here, we introduce an approximate Bayesian procedure to jointly estimate migration rates at two predefined sets of loci between two populations. We applied the procedure to compare migration rate estimates at the self-incompatibility locus (S-locus) with that at 10 reference loci in two plant species, Leavenworthia alabamica and L. crassa (Brassicaceae). The maximum likelihood estimate for the proportion of migrants (m) was four times higher at the S-locus than at reference loci, but the difference was not statistically significant. Lack of significance might be due to insufficient data, but perhaps also to the recent divergence of the two species (311 ka), because we also show using simulations that the effective migration rate at the S-locus is expected to increase with increasing divergence time. These findings aid in understanding the evolutionary dynamics of negative frequency-dependent selection and they suggest that divergence time should be accounted for when employing migration rates to help detect negative frequency-dependent selection.
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Migration between populations may oppose or reinforce natural selection (Lenormand 2002). Indeed, the interaction between migration and selection in partially isolated populations or species is often examined with the aim of identifying loci that have played a role in adaptation and reproductive isolation (Scotti-Saintagne et al. 2004; Turner et al. 2005; Bull et al. 2006; Hey 2006; Putnam et al. 2007). At the genomic scale, this approach has been applied to scan for signatures of spatially variable directional selection under the expectation that divergence at selected loci should exceed background genomic levels (Kelley and Swanson 2008). There has been growing interest in extending the genomic scan approach to detect the signature of balancing selection (Bubb et al. 2006; Charlesworth 2006; Andrés et al. 2009). Balancing selection is often seen as a mechanism for maintaining functional variation at loci involved in defense against diseases (Andrés et al. 2009), but its prevalence in nature is the subject of debate (Gillespie 1994; Asthana et al. 2005). Genome scans should help to clarify the importance of this type of selection in nature, but identifying such loci remains a challenge. In particular, although balancing selection may maintain genetic variation within populations and reduce divergence among populations (compared with background levels), the likelihood of detecting such signatures is influenced by a number of factors, including the ratio of the population mutation rate to population recombination rate (Nordborg and Innan 2003),
migration rates among populations (Schierup et al. 2000; Muirhead 2001), and by the strength of selection (Muirhead 2001). Consequently, using additional signatures of balancing selection could help increase the power of these searches.

Some forms of balancing selection, namely negative frequency-dependent selection, are expected to result in a higher effective migration rate at the selected locus compared to neutral genes (Schierup et al. 2000). Indeed, novel immigrant alleles are less likely to be lost by drift because their low frequencies confer upon them a selective advantage. Although migration transfers the same number of gene copies between populations, copies of genes evolving under negative frequency-dependent selection will be retained more frequently, and consequently estimated migration rates (effective migration rates) should be higher at such loci relative to neutral ones.

Clear empirical evidence for this prediction has been difficult to obtain. One expected consequence of higher effective migration is a weaker population structure. For example, major histocompatibility complex (MHC) loci are thought to evolve under negative frequency-dependent selection, yet studies in vertebrates that have employed estimates of $F_{ST}$ to compare population structure at MHC loci with that of microsatellites have generally found little difference (reviewed in Muirhead 2001). In contrast, investigations of the self-incompatibility (SI) system of plants, the system that mediates recognition and rejection of self pollen (and for which there is strong evidence for the action of negative frequency-dependent selection; Wright 1939; Castric and Vekemans 2004), have shown that population structure is more modest at the SI locus (the S-locus) than that at neutral reference loci (e.g., Glèmin et al. 2005; Ruggiero et al. 2008). Such results are compelling, but should be interpreted with caution, as other factors (e.g., mutation rate variation among the loci compared) could influence the estimate of population structure (Kronholm et al. 2010).

Recently, Castric et al. (2008) took a different approach. They estimated the parameters of the “isolation-with-migration” (IM) model (Hey and Nielsen 2004) using sequence information from several reference loci, and conducted coalescent-based simulations to calculate the expected sequence divergence at fourfold degenerate sites between sequences of the same functional alleles at the SI locus (S-locus) in Arabidopsis halleri and A. lyrata. To obtain simulated sequence divergence values for the S-locus comparable in magnitude to the observed divergence values at reference loci, Castric et al. (2008) found that the migration rate had to be increased fivefold over that estimated at the neutral loci. On the basis of this, they concluded that there is indirect evidence for increased migration rate at the S-locus compared to neutral loci. Although this approach is interesting and eliminates the potential confounding effect of varying mutation rate by relying on neutral nucleotide variation for both sets of loci, it requires assumptions to be made regarding the effective population size of the S-locus.

In this study, we develop a new and explicit approximate Bayesian approach to co-estimate the migration rates, the effective population sizes, and the divergence times of two sets of loci using neutral DNA sequence variation. By integrating over probable values of divergence times and effective population sizes at both loci, the method incorporates a maximum of uncertainty in its estimates. We apply this approach to test whether the effective migration rate is higher at a locus evolving under frequency-dependent selection. The S-locus of the mustard family (Brassicaceae) was selected for this study because the evolutionary dynamics of the system are well understood (Uyenoyama 2000; Schierup et al. 2008).

**Methods**

**STUDY SYSTEM**

As part of an ongoing research project focused on the evolution and breakdown of SI, we have been investigating the population genetics of the S-locus in two closely related mustard species Leavenworthia alabamica and L. crassa (Busch et al. 2008, 2010, 2011). These winter-annual species are restricted to limestone outcrops (cedar glades) in northern Alabama (USA), and are distinguishable mainly by their fruit morphologies (Fig. 1). The species partially overlap in their geographic distribution (Lloyd 1965), produce fertile hybrids (Lloyd 1968), and hybridize spontaneously when in contact (Rollins 1963). Both species possess a sporophytic SI system, although there are also populations in both species that are self-compatible. In the Brassicaceae, the S-locus is mainly composed of two tightly linked genes involved in the SI reaction (Kusaba et al. 2001). These are the S-locus receptor kinase (SRK) gene, which encodes a recognition protein produced in the stigma, and the S-locus cysteine rich (SCR) gene, which encodes a pollen coat protein (Kachroo et al. 2001). For fertilization to occur, the parental plants must express nonmatching S-locus phenotypes in the pollen and in the stigma.

**SAMPLING**

Two populations of L. alabamica and one of L. crassa were sampled (Fig. 1C). This allowed the comparison of the migration rate at the S-locus against that of reference loci at two levels of divergence: between populations within species and between species. Leaves were collected from the Hatton population of L. alabamica (20 samples), and seeds were collected from the Waco population of L. alabamica (25 mothers), as well as from population 31 of L. crassa (20 mothers) in 2007. Additional seeds were collected in 2009 for Hatton and population 31. Seeds were germinated at 15°C and transferred to pots (1:1 of sand:promix) in
greenhouses or growth chambers with supplementary lighting (22°C, 16 h day). Plants of L. torulosa and L. stylosa were grown from seed for use as outgroups. DNA was extracted from leaves using the DNeasy kit (QIAgen, Mississauga, Canada).

**LOCi INVESTIGATED**

Six non-S-linked nuclear loci previously used in the Brassicaceae by Joly et al. (2009a) were amplified, cloned, and sequenced using standard procedures (Joly et al. 2009a) from a few accessions to investigate variation among L. alabamica and L. crassa. Four of these were retained: malate synthase (MS), phosphoribulokinase (PRK), and two paralogs of the MtN21 nodulation gene family (MtN21a and MtN21b). The lal8 gene (Busch et al. 2008) was also investigated. Although lal8 has similarities with the ARK3 gene in Arabidopsis thaliana, where it is tightly linked to the S-locus, genotyping of progeny from three crosses showed that lal8 does not segregate with SI phenotypes and thus is not linked to the S-locus in L. alabamica (data not shown). Primers were developed (Table S1) to amplify exon regions of 450 bp or less so that the products would be amenable for separation by single strand conformational polymorphisms (SSCP). Three adh genes, already optimized for SSCP analyses (Charlesworth et al. 1998), were also investigated, for a total of eight non-S-linked loci used as reference loci.

To investigate sequence variation at the S-locus, we analyzed the gene lal2, the homologue of SRK in Leavenworthia. Previous studies have shown that lal2 co-segregates with SI phenotypes in this species (Busch et al. 2008, 2011) and an ongoing L. alabamica genome sequencing project has generated the near-complete sequence of the lal2 gene, which has high sequence similarity with SRK through the seven exons of the sequence.

**SEQUENCE ANALYSES**

The eight reference loci were amplified from eight to 10 individuals per population using standard conditions (Table S1). lal2 was amplified for all available individuals as described in Busch et al. (2010). Alleles of each gene were separated by SSCP. Bands were cut out of the gel and sequenced as described in Busch et al. (2010). This process allowed us to avoid cloning as well as problems of PCR errors associated with this technique. Ambiguous allelic sequences were discarded. Because lal2 was sometimes amplified from individuals descended from a single mother in L. crassa (for five maternal parents out of 25), to avoid biasing the allele frequencies in the population we retained only one sequence.
when the same sequence was found in different individuals from the same mother. Sequences were corrected in Geneious 1.4.8 (Drummond et al. 2010) and aligned with MUSCLE (Edgar 2004). Gene genealogies were built with phyml (Guindon and Gascuel 2003) using a HKY $+$ $\Gamma$ $+$ I substitution model, estimating all parameters during the search. Sequence statistics were obtained with DNAsp (Librado and Rozas 2009) from complete codons. Datasets were tested for the presence of selection using Tajima’s $D$ (Tajima 1989) and Fu and Li’s $D^*$ (Fu and Li 1993), both performed in DNAsp, and the Hudson, Kreitman and Aguadé (HKA) test (Hudson et al. 1987) from synonymous substitutions for all pairs of populations, using a program written by Jody Hey (2001).

**POPULATION STRUCTURE**

Population structure at the S-locus, at individual S-alleles, and at the neutral genes was compared using the $F_{ST}$ statistic. Because mutation toward new functional alleles at the S-locus is not the same as mutation for new alleles at the reference loci, we did not use an $F_{ST}$ estimator based on allele frequencies. Instead, $F_{ST}$ was estimated according to the formula $F_{ST} = ([\pi_1 + \pi_2]/2) / \pi_{\text{between}}$, where $\pi_1$ and $\pi_2$ are the average number of pairwise differences per site for all pairs of sequences in populations 1 and 2, respectively, and $\pi_{\text{between}}$ is the average number of pairwise differences per site among sequences of populations 1 and 2 (Hudson et al. 1992). $F_{ST}$ statistics were estimated using only synonymous substitutions. To do this, we filtered the alignment to retain synonymous substitutions in DNAsp, and then used a custom script to estimate $F_{ST}$ on the filtered dataset, while scaling the results according to the total number of synonymous substitutions in the sequences, as determined by DNAsp.

To add to our understanding of population structure at the S-locus, we estimated the total number of S-alleles in each population by fitting a Michaelis–Menten two-parameter model to an S-accumulation curve obtained through the Monte Carlo estimation of the mean number of S-alleles sampled for a given sample size (see Busch et al. 2010). The use of the Michaelis–Menten model for estimating the number of S-alleles is similar to the estimation of species richness from species accumulation curves (Colwell and Coddington 1994), and apart from the assumption that the sample is representative of the complete set of S-alleles, it does not require knowledge of the S-allele dominance relationships.

**AN ISOLATION-MIGRATION MODEL FOR TWO PREDEFINED SETS OF LOCI (IMFOR2)**

To compare migration rates at the S-locus and neutral loci, we expanded the standard isolation with migration (IM) model, which uses the coalescent to distinguish between migration and divergence (Nielsen and Wakeley 2001), to allow for simultaneous estimation of parameters at two predefined sets of loci. This model, henceforth called IMfor2, assumes that the two sets of loci evolved along the same population tree and split at the same time from the ancestral population. The IMfor2 model allows population sizes ($\theta$) and migration rates ($m$) to be estimated independently between sets (Fig. 2).

To estimate the parameters of the IMfor2 model, we modified the software MIMAR, which uses an approximate Bayesian Markov Chain Monte Carlo approach for estimating the parameters of the IM model (Becquet and Przeworski 2007). MIMAR simulates ancestral recombination graphs (ARGs) (recombination rates could be fixed at 0 to result in bifurcating genealogies) according to the parameters of the IM model. The likelihood of the data given the model is calculated using summary statistics obtained from SNPs simulated on the ARGs. A Markov chain Monte Carlo simulation is used to estimate the posterior distribution of the parameters. Our modifications allowed the estimation of all the parameters of the IMfor2 model. Uninformative and identical priors were used for both sets of loci for all parameters to

**Figure 2. IMfor2 model in which two sets of loci share the same population history (i.e., divergence time [T]), but where migration rates and population sizes are independent between sets of loci.**
render the posterior distributions directly comparable. The modified software, MIMARfor2, is available upon request. We considered using the software IMa2 (Hey 2010) instead of MIMAR, but we preferred MIMAR because of its capacity to handle recombination within markers and to facilitate the use of synonymous as opposed to all substitutions.

**MIMARFOR2 ANALYSES**

We assume that an S-allele consists of the set of functionally equivalent sequences that code for the same S-locus specificity and thus lead to pollen rejection when pollen and stigma express this specificity. If selection influences the frequencies of functional S-alleles in a population, sequences of a given S-allele are expected to be selectively neutral with respect to each other, and so their frequencies should vary due to genetic drift. Indeed, it has been shown that the genealogical process for sequences of a given functional S-allele can be treated as equivalent to one expected under selective neutrality (Vekemans and Slatkin 1994). Importantly, the effective population size (\(N_e\)) of each S-allele is expected to be smaller than that for neutral loci, as only a fraction of individuals each generation possesses each S-allele. In a system where all S-alleles are co-dominant, the effective population size of one S-allele should be roughly equal to that of the neutral alleles, divided by the number of S-alleles in the population. The fact that coalescence occurs only within S-alleles also implies that the genealogical processes at different functional S-alleles are independent. Consequently, it is possible to treat each S-allele shared between populations as an independent locus for estimating the parameters of the S-locus. This has two implications. First, genealogical independence of S-alleles implies an absence of recombination between S-alleles, although our approach allows recombination between sequences of the same S-allele. Second, using shared S-alleles as independent loci without scaling of population sizes among them implies that all S-alleles are co-dominant, which is not universally true in *L. alabamica* (Busch et al. 2008). Details of how this may affect the results are given in the discussion.

To allow a direct comparison of the S-locus and the neutral loci in the analyses, only synonymous mutations were considered. To do this, MIMAR statistics (see Tables S3 and S4) were calculated on synonymous sites using outgroup(s) sequence(s) to identify derived SNPs. Sequence length was the mean number of synonymous sites in the sequences. We tested for evidence of recombination among synonymous mutations using the Hudson and Kaplan (1985) algorithm for all loci. When there was evidence of recombination, ARGs (instead of bifurcating genealogies) were simulated using the default settings of MIMAR. In interspecific analyses, we used flat priors for \(\theta\) (actual: 0.0001 to 0.05; ancestral: 0.0001 to 0.1), divergence times (10 to 5 \(\times\) \(10^6\) years), and \(M(=4N_e m)(e^{-10} to e^2)\). Two hundred genealogies were simulated at each step. Tuning parameters were set to \(2 \times 10^{-3}, 2 \times 10^{-3}, 2 \times 10^{-5}, 2 \times 10^{-3}, 0.5, and 0.5\). The intraspecific analyses used the same settings except for priors for \(\theta\) (actual: 0.0001 to 0.1, ancestral: 0.0001 to 0.15) and the divergence time (10 to 5 \(\times\) \(10^6\) years). Three chains of 5 \(\times\) \(10^6\) steps were run for each analysis with samples taken every 200 steps, removing 20% as burn-in. The R package coda (Plummer et al. 2010) was used to confirm that all parameters had reached the stationary phase and that the chains converged (Gelman’s R < 1.01 [Gelman et al. 2009]).

**GOODNESS-OF-FIT (GOF) TESTS FOR THE MIMARFOR2 ANALYSES**

To test whether the IMfor2 model represented a good fit of the data, we performed GOF tests following Becquet and Przeworski (2007). We generated posterior predictive datasets by simulating data under the IMfor2 model using the posterior distributions obtained from MIMARfor2. The model was considered to provide a poor fit of the data when the observed statistics fell outside the 95% interval of the simulated ones. Several statistics were considered for the GOF tests: the statistics used in MIMARfor2 were used (summed over all loci), but also the average \(\pi\) (for each population), the mean \(F_{ST}\), and the minimum pairwise sequence distance between populations per loci, averaged over all loci (Mindist). The minimum pairwise distance among sequences from the two populations was computed because it has been shown to be a good predictor of hybridization (Joly et al. 2009b).

**TESTING THE MIMARFOR2 APPROACH USING DATA SIMULATED IN ABSENCE OF MIGRATION**

To test whether negative frequency-dependent selection acting at the S-locus led to migration estimates that are artificially biased upward, we tested the MIMARfor2 program on datasets that were simulated without migration. In such a case, there should be no difference between the migration rate estimates of neutral genes and the S-locus. Backward simulation of DNA sequences using the coalescent at the S-locus is complex because two coalescent rates interact, both within and between S-alleles (Takahata 1990). To circumvent this problem, we used a two-step approach. First, we simulated S-alleles under a co-dominant sporophytic SI system in a forward simulation as described below (see Forward Simulation section). For this, we set the migration rate to zero, the mutation rate to new S-alleles to 2 \(\times\) \(10^{-7}\), and the population sizes of the ancestral and sister populations to 20,000 diploid individuals. Two populations were allowed to evolve for 300,000 generations following divergence (the time since the split between *L. alabamica* and *L. crassa*; see results) from an ancestral population that was first evolved to equilibrium starting from a large (10,000) number of S-alleles. These parameters were selected so as to yield numbers of shared alleles between populations that were
similar to that observed between \textit{L. alabamica} and \textit{L. crassa} (i.e., between five and 10 sampled shared alleles). After 300,000 generations, we simulated empirical sampling of \textit{S}-alleles by randomly sampling 100 chromosomes per population. We then counted the number of shared \textit{S}-alleles between the populations and the number of times each \textit{S}-allele was sampled in each population. Using this information, coalescent simulations were performed with the program \textit{ms} (Hudson 2002) to obtain DNA sequences for each of these shared \textit{S}-alleles. We also simulated DNA sequences at eight neutral loci (10 sequences in each population). For the neutral coalescent simulations, the $\theta$ value used in \textit{ms} was that estimated for \textit{L. alabamica} from the data (0.0174; see Results), multiplied by the sequence length (set to 75 bp for the neutral loci, which is similar to the number of synonymous sites at empirical neutral loci). The $\theta$ used for the \textit{S}-loci was estimated by dividing the $\theta$ value of the neutral genes for \textit{L. alabamica} by 75 (to reflect the smaller effective population size of each \textit{S}-allele; 75 is the equilibrium number of \textit{S}-alleles per population in these forward simulations) multiplied by a sequence length of 130 bp for \textit{S}-alleles. The coalescent time since population splitting was set to 3.75 for the neutral genes (i.e., the number of generations [300,000] divided by four times the population size [20,000]). Coalescent time for \textit{S}-alleles was set to 281 for the \textit{S}-alleles, because the population size at each \textit{S}-allele is approximately 75 times smaller than that at neutral genes. MIMAR statistics were then calculated for all these genes, and input into MIMARfor2 to estimate \textit{S}-locus and neutral migration rates. MIMARfor2 settings were the same as that for the empirical data, except for the prior distribution for the migration rate parameter $M$, which was flat on a logarithmic scale from e$^{-30}$ to e$^{3}$.

\textbf{VARIATION IN S-LOCUS EFFECTIVE MIGRATION FOLLOWING POPULATION DIVERGENCE}

Forward simulations were performed to investigate whether (and how) migration rates at the \textit{S}-locus experiencing negative frequency-dependent selection fluctuate following population divergence. Mating was simulated according to a sporophytic SI system with co-dominant \textit{S}-alleles. A maternal parent was chosen randomly from the population and a potential pollen parent was similarly picked. When the cross was compatible, gametogenesis and syngamy were simulated. When the cross was incompatible, another pollen parent was chosen, and so on until a compatible match was obtained.

We used constant mutation rates at the \textit{S}-locus ($\mu$; resulting in a new \textit{S}-allele). Mutations within functional \textit{S}-alleles and at non-\textit{S}-linked loci were assumed to be neutral. The number of mutation events per generation in each population was determined by sampling from a Poisson distribution with mean $2N\mu$. The first phase of the procedure involved simulating a single ancestral population of $N$ individuals that initially possessed $2N$ different \textit{S}-alleles for 50,000 generations, which was sufficient to achieve mutation–drift equilibrium. Next, two populations, each of size $N$, were formed by random sampling. After this split, two daughter populations exchanged migrants at rate $m$ per generation. This second phase of the simulation ran for 200,000 generations. Migration was assumed to occur only through seeds, which is appropriate for these \textit{Leavenworthia} species whose populations occur in a patchily-distributed habitat, that is, cedar glades isolated from one another often by many kilometers. The number of individuals that migrated from one population to the other each generation (in one direction) was determined by sampling from a Poisson distribution with a mean of $N m$.

Effective migration rates were estimated by calculating the proportion of gene copies in one population that was present in the other population 1000 generations earlier, and were recorded separately for each locus. The population size, the \textit{S}-locus mutation rate, and the migration rate were varied for different simulation runs to investigate their effects on the effective migration rates. Simulations were repeated 5000 times for each parameter setting, and mean migration rates for each time frame were recorded. Scripts for the simulations were written independently and results verified by both authors as a check against coding errors.

\textbf{Results}

\textbf{SEQUENCE VARIATION AT REFERENCE LOCI}

Sequences generated in this study were deposited in Genbank under accession numbers GU587256–GU587717. No evidence of selection was detected at the reference loci using D and D* statistics after Bonferroni correction (Table S2) as well as with the HKA test ($P > 0.05$); these loci are thus assumed to be evolving under neutrality. Nucleotide diversity per site ($\pi$) within populations was comparable to Waterson’s $\theta$ ($\theta_{W}$) and had a mean of 0.023 (0.002 to 0.050) for synonymous sites (Table S2). The average number of synonymous substitutions per site between populations was 0.041 between \textit{L. alabamica} and \textit{L. crassa} and 0.024 between the two \textit{L. alabamica} populations (Table S3). Phylogenetic analyses showed that the species were typically not reciprocally monophyletic at all loci, although identical alleles were more often found among individuals within species (Fig. S1).

\textbf{S-LOCUS SEQUENCE VARIATION}

A region of 626 bp of the \textit{S}-domain (exon 1) of \textit{lal2} was sequenced for 112 and 55 chromosomes in \textit{L. alabamica} and \textit{L. crassa}, respectively (Table S2). One \textit{S}-allele in \textit{L. crassa} was removed from the analyses because it segregated with self-compatibility (S. Joly and D. J. Schoen, unpubl. data), which strongly suggests that this allele is nonfunctional. This conclusion is supported by the existence of other independent transitions toward selfing in
L. alabamica that have apparently occurred via S-locus mutations (Busch et al. 2011). Mean synonymous $\pi$ at lal2 was 0.165, that is, more than seven times larger than the mean value for the neutral loci (Table S2), consistent with the hypothesis that lal2 is under negative frequency-dependent selection. Tajima’s D and Fu and Li’s $D^*$ statistics were generally negative although not significant for lal2 (Table S2). These results contrast with the expectation of positive test statistic values for loci evolving under balancing selection. A possible explanation is the large number of alleles maintained at the S-locus, which differs from classic application of these tests to loci under balancing selection where few alleles are maintained in a population. The star-like genealogy in the case of an S-locus with many alleles (Fig. 3A) tends to increase the number of segregating sites relative to pairwise allelic mismatches and thereby results in a negative test statistic. The lal2 genealogy is characterized by trans-specific polymorphisms (Fig. 3A), and exhibits a pattern of coalescence typical of the S-locus in the Brassicaceae (Takahata 1990). The distribution of sequence divergence between lal2 sequences was clearly bimodal (Fig. 3B), reflecting the genealogy. Previous studies have shown that sequence divergence within S-alleles is generally low whereas that among S-alleles is very high (Castric et al. 2008), with different S-alleles sometimes having as little as 58% amino acid identity in region responsible for pistil SI specificity (Schierup et al. 2001). Consequently, highly similar ($\pi < 0.025$) and highly divergent ($\pi > 0.09$) sequences are henceforth assumed to belong to the same and different S-alleles, respectively (Castric et al. 2008).

POPULATION STRUCTURE
Nine S-alleles were shared among populations, and five between the two species. Estimation of S-alleles numbers in populations suggests that 28 of 54 total S-alleles were sampled from the Waco population, 24 of 46 total S-alleles were sampled from the Hatton population, and 15 of total 21 S-alleles were sampled from population 31 (Fig. 3C). Accumulation curves for S-alleles suggest that a much larger sampling effort would be required to achieve an exhaustive survey of S-allele diversity in each population. Given that all S-alleles have not been sampled, the number of observed shared alleles is likely an underestimate of the true extent of S-allele sharing.

$F_{ST}$ estimates show that neutral genes have higher population structure than the S-locus (Table 1), as expected from theory. However, the $F_{ST}$ of single S-alleles (different allelic variants of the same specificity) is even higher than that of neutral genes (Table 1), which likely reflects the small population size at these genealogically independent loci.

MIGRATION RATES
Parameter estimation of the IMfor2 model for the interspecific comparison was done in three independent analyses: two of these

Figure 3. (A) lal2 genealogy, where S-alleles shared among populations are denoted with asterisks, (B) average Jukes-Cantor corrected pairwise distances between all pairs of sequences, and (C) estimates of total numbers of S-allele from S-allele accumulation curves in the three populations obtained by fitting a Michaelis–Menten model on the observed data (dots).
Table 1. $F_{ST}$ between populations for the neutral genes, the S-locus, and individual S-alleles.

<table>
<thead>
<tr>
<th></th>
<th>Neutral genes</th>
<th>S-locus</th>
<th>S-alleles</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hatton vs. Waco</td>
<td>0.070208</td>
<td>0.0173</td>
<td>0.136905</td>
</tr>
<tr>
<td>crassa vs. Hatton</td>
<td>0.444148</td>
<td>0.04393</td>
<td>0.694444</td>
</tr>
<tr>
<td>crassa vs. Waco</td>
<td>0.404511</td>
<td>0.02924</td>
<td>1</td>
</tr>
<tr>
<td>crassa vs. alabamica</td>
<td>0.414634</td>
<td>0.02895</td>
<td>0.772308</td>
</tr>
</tbody>
</table>

1Mean estimates over all loci. For individual loci estimates, see Tables S3 and S4.

compared the $L. crassa$ population with each of the two $L. alabamica$ populations separately, and the third assumed that the Waco and Hatton populations of $L. alabamica$ formed a single panmictic population. Numbers reported in the text are the mean of the two analyses using each of the $L. alabamica$ populations, although the analysis with the combined $L. alabamica$ populations gave similar results, suggesting that the results are robust to the assumption of panmixia within $L. alabamica$ (Fig. 4). Assuming a synonymous substitution rate of $1.5 \times 10^{-8}$ per generation for the Brassicaceae (Koch et al. 2000) (generation time is assumed to be one year in these annual $Leavenworthia$), $L. alabamica$ and $L. crassa$ likely diverged $\sim 311,000$ years ago (Table 2). The effective population size for the neutral loci was slightly higher for $L. alabamica$ ($\sim 300,000$) than for $L. crassa$ ($\sim 200,000$). Population size estimates per S-allele were about 39 times smaller than those of neutral loci (Table 2), a value that suggests the presence of 39 S-alleles in these populations in a completely co-dominant system. This is in the same range as the S-allele number estimates obtained with the Michaelis–Menten model (Fig. 3C) for the $L. alabamica$ populations (46 and 54 S-alleles), but higher than that obtained for $L. crassa$ (21 S-alleles). Because dominance among S-alleles is seen in some $Leavenworthia$ S-alleles (Busch et al. 2008), this could explain the discrepancy.

An informative measure for the migration rate is the proportion of migrants ($m$), as it is not affected by different population sizes of the different sets of loci. Inspection of the posterior distributions of $m$ for the S-locus and the neutral loci shows that the modes are distinct for the two distributions, with the S-locus showing higher migration rates (Fig. 4), although the credible intervals overlap. This lack of significance could be due to an insufficient amount of information in the data. Indeed, both distributions have long left tails, reflecting the flat prior, and suggesting that it is difficult to confidently reject small migration rates at both sets of loci. Nevertheless, the mean posterior probability over all analyses that the S-locus migration rate is higher is 78%, as estimated by the proportion of steps in the stationary phase of the Markov chain for which the S-locus migration rate was higher than that of the reference loci. Considering the maximum likelihood estimates for $m$ (the mode of the posterior distribution with flat priors), the proportion of migrants per generation ($m$) was estimated to be four times higher at the S-locus than at neutral loci (Table 2 and Fig. 4).

The intraspecific analysis between the two $L. alabamica$ populations suggested that the divergence between these populations occurred $\sim 28,800$ years ago (Fig. S2). Unfortunately, the posterior distributions for the other parameters were not informative.

Figure 4. Posterior distributions of the parameters of the IMfor2 model (see Fig. 2) obtained from the analyses between $L. alabamica$ and $L. crassa$. The parameter $M = 4N_{alabamica}m$, where $N_{alabamica}$ is the effective population size of $L. alabamica$. 
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Table 2. IMfor2 model maximum likelihood parameter estimates (MLE) and their 95% posterior probability intervals (PI).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Non S-linked loci</th>
<th>S-linked loci</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MLE</td>
<td>95% PI</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L. alabamica</td>
<td></td>
<td></td>
</tr>
<tr>
<td>θala</td>
<td>0.01747</td>
<td>[0.009556, 0.04632]</td>
</tr>
<tr>
<td>Nala</td>
<td>291 186</td>
<td>[159 267, 772 000]</td>
</tr>
<tr>
<td>L. crassa</td>
<td></td>
<td></td>
</tr>
<tr>
<td>θcra</td>
<td>0.01212</td>
<td>[0.006503, 0.03103]</td>
</tr>
<tr>
<td>Ncra</td>
<td>202 065</td>
<td>[108 383, 517 167]</td>
</tr>
<tr>
<td>Ancestor</td>
<td></td>
<td></td>
</tr>
<tr>
<td>θA</td>
<td>0.02409</td>
<td>[0.009169, 0.05868]</td>
</tr>
<tr>
<td>NA</td>
<td>401 554</td>
<td>[152 817, 978 000]</td>
</tr>
<tr>
<td>Divergence time</td>
<td></td>
<td></td>
</tr>
<tr>
<td>T</td>
<td>311 437</td>
<td>[183100, 3527000]</td>
</tr>
<tr>
<td>Migration rate</td>
<td></td>
<td></td>
</tr>
<tr>
<td>M (4Nala m)</td>
<td>0.2904</td>
<td>[5.85 × 10⁻⁵, 0.6489]</td>
</tr>
<tr>
<td>m</td>
<td>3.73 × 10⁻⁷</td>
<td>[5.73 × 10⁻¹¹, 7.55 × 10⁻⁷]</td>
</tr>
</tbody>
</table>

Note: These estimates were obtained by combining all chains from the analysis of (crassa vs. Waco) and (crassa vs. Hatton). Because all parameters had flat priors, the maximum likelihood estimate of a parameter corresponds to the mode of its distribution.

(Fig. S2), probably because of a lack of sufficiently informative data. Thus, it was not possible to draw conclusions regarding the S-locus migration rate at this level of divergence.

To test whether negative frequency-dependent selection acting at the S-locus leads to migration estimates that are artificially biased upward, we tested the MIMARfor2 program on datasets that were simulated without migration. The posterior distributions of these analyses were several orders of magnitudes smaller than those obtained with the empirical data, were flat (uninformative), and virtually identical for the two sets of loci (Fig. S3). Thus, the approach we used does not appear to yield artificially high migration rates for the S-locus, and we conclude the higher migration rates observed with the empirical data is not a methodological artifact.

GOF tests performed from posterior distributions of all analyses showed that the IMfor2 model used provided a good fit to the data for all analyses (see Fig. S4 for the results of the L. crassa vs. L. alabamica (Waco) analysis). Statistics for the individual loci used in the GOF tests can be found in Tables S3 and S4.

**Simulation of Effective Migration at the S-Locus Following Divergence**

In contrast to the effective migration rate measured at neutral loci, the effective migration rate at the S-locus was not constant through time. In the first generations following the divergence, the effective migration rate at the S-locus is similar to that of the neutral locus but it increases steadily with time before eventually reaching a plateau many tens of thousands of generations later (Fig. 5). The same pattern was observed for a large range of parameter values, although the precise point at which the migration rate at the S-locus stabilizes is parameter dependent (Fig. S5). Briefly, lower migration rates, higher population sizes, and smaller mutation rates for new S-alleles reduce the pace at which the effective migration rate stabilizes. FST estimates at the S-locus throughout the simulations show that the S-locus effective migration rate is tightly
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linked to population differentiation at the S-locus, suggesting that increased population differentiation should result in higher effective migration rates for loci evolving under frequency-dependent selection.

**Discussion**

Migration rates are not expected to be uniform across the genome. In plant SI systems, negative frequency-dependent selection should increase the effective migration rate at the S-locus compared to neutral loci and protect novel migrant S-alleles from loss due to drift. So far, there has been only indirect evidence for this prediction, as migration rates have not been directly estimated simultaneously for both types of loci. Many studies have estimated population differentiation using microsatellites for reference loci and allele frequencies or nucleotide diversity for the locus under frequency-dependent selection, which makes comparisons difficult because these markers have different mutation rates. To avoid this potential bias, we estimated \( F_{ST} \) from synonymous substitutions for both the reference loci and the S-locus, and found that the population structure at the S-locus was reduced compared with that at reference loci. Although this suggests that effective migration rates are higher at the S-locus, it is difficult to draw strong conclusions or to quantify the migration rate difference with \( F_{ST} \) estimates. According to Wright’s island model, \( F_{ST} \) is related to migration using the formula \( F_{ST}=1/(4Ne^2m+1) \). But Wright’s island model makes several assumptions that are generally violated (Whitlock and McCauley 1999). In the present case, one most problematic aspect is that the effective population size is likely strikingly different for the reference loci compared with the S-locus. Indeed, the genealogy at the S-locus is influenced by two independent processes that occur within and among S-alleles, at slower and faster rates, respectively, compared to neutral loci (Takahata 1990). This and other violations of Wright’s island model limit the use of \( F_{ST} \) in comparing migration rates at sets of loci influenced by different selection pressures.

We have presented a model that allows the co-estimation of migration rates and population sizes for two sets of loci from synonymous nucleotide substitutions. Although this approach could be used for any two sets of loci determined a priori, we have used it to co-estimate the effective migration rates at a locus evolving under frequency-dependent selection and at reference loci. We chose to use the SI system of plants for this purpose as it has the advantage of being easy to study because it consists of a long stretch of nonrecombining DNA subject to frequency-dependent selection (Charlesworth et al. 2003). In the analyses between *L. alabamica* and *L. crassa*, we observed that posterior distributions for the migration rates at the S-locus and at reference loci had distinct modes. The maximum likelihood estimate of the migration rate at the S-locus was approximately four times higher than that at neutral loci between *L. alabamica* and *L. crassa*, a result that supports theoretical predictions. This result is quantitatively similar to the findings obtained for *A. halleri* and *A. lyrata*, where the migration rate of the S-locus was proposed to be five times higher than that of neutral loci (Castric et al. 2008). Interestingly, the average number of synonymous substitutions per site at neutral genes between *L. alabamica* and *L. crassa* (0.041) is approximately half that between *A. lyrata* and *A. halleri* estimated at 0.089 from eight loci (using data from Ramos-Onsins et al. 2004). This difference in divergence does not seem to be caused by different migration rates, as both species pairs appear to have maintained similar migration rates at neutral loci since the speciation event (3.7 \( \times \) 10\(^{-7}\) for *Leavenworthia* vs. 2.8 \( \times \) 10\(^{-7}\) for *Arabidopsis*). Instead, it appears to reflect differences in divergence times as the split between the two *Arabidopsis* species is estimated to have occurred approximately 2.5 million years ago (mya, Castric et al. 2008), compared to \(~0.3\) mya for the two *Leavenworthia* species.

At first sight, it might be surprising to see that the difference in migration rates between the S-locus and the neutral loci is similar for the *Arabidopsis* species studied by Castric et al. (2008) and the *Leavenworthia* species studied here, because migration rates are generally thought to be higher between more recently diverged species. We suspected that this discrepancy could be caused by differences in population divergence at the S-locus, which might affect effective migration rates at the S-locus. This could occur if differentiation arising from drift and mutation at the S-locus results in increased opportunities for migration to introduce novel S-alleles. To test this hypothesis, we conducted forward simulations in a sporophytic self-incompatible two populations system with a constant gene flow, and monitored how effective migration rates varied at the S-locus and at a neutral locus as a function of the time since population divergence. The simulations confirmed that in contrast to the migration rate measured at a neutral locus, the effective migration rate at the S-locus increases steadily with time before eventually reaching a plateau. We also found that effective migration rate and population structure at the S-locus are closely associated, which supports our expectations. To our knowledge, this is the first time that a correlation between effective migration rate at the S-locus and the time since population divergence has been proposed. This phenomenon probably applies to other genes evolving under negative frequency-dependent selection, such as the MHC locus and some classes of plant resistance genes.

Although these forward simulations do not precisely replicate the history of *Leavenworthia*, they help to interpret the results. The migration rate used in the simulations was similar to that estimated from the neutral genes, but the population sizes were smaller due to constraints imposed by available computing time. Increasing the population sizes in the simulations
lengthened the point in time at which the effective migration rate at the S-locus stabilizes (Fig. S5), probably by minimizing genetic drift in populations. Moreover, a mutation rate of \( 1 \times 10^{-6} \) as used in the simulations presented in Figure 5, likely represents an upper bound (Vekemans and Slatkin 1994), whereas smaller mutation rates slows down the rate at which the equilibrium of effective migration is achieved. Thus, it seems plausible that the effective migration rate at the S-locus between \( L. \) alabamica and \( L. \) crassa, which have been diverging for about 300,000 generations, has not yet reached its equilibrium value. This could also help account for why the relative migration rate at the S-locus versus neutral genes is slightly higher between the \( Arabidopsis \) species than observed here between the \( Leavenworthia \) species.

Although the approach used here represents a step forward toward understanding S-locus dynamics, it also makes a number of simplistic assumptions. For instance, it is assumed that all S-alleles are co-dominant, and thus that they all have the same effective size, even though this is not universally true in \( Leavenworthia \) (Busch et al. 2008). Recessive S-alleles are more frequent than dominant S-alleles in populations (Schierup et al. 2008; Castric 2010), which means that they have higher effective population sizes, deeper genealogies, and lower effective migration rates, due to the lower probability of their being lost from the population (Schierup et al. 1997, 2000, 2008). Once additional information on S-allele dominance is obtained in \( Leavenworthia \), either via allele frequencies of controlled crosses, it would be interesting to modify the model to incorporate this information. Some of the S-alleles that were found to be shared between \( L. \) alabamica and \( L. \) crassa appear to be relatively frequent (Fig. 3), suggesting they are recessive. If true, this could have biased downward the estimated migration rates at the S-locus. In general, migration rates of most recessive alleles and most dominant alleles are likely to be lower and higher, respectively, than the value reported here for the whole S-locus.

Our results are important for directing searches of loci experiencing balancing selection in an evolutionary framework. They suggest that a model that assumes constant migration following speciation does not fit the reality of genes evolving under negative frequency-dependent selection. More generally, speciation models may benefit from relaxing the assumption of fixed migration rate following speciation, as even migration rates at neutral genes could vary in function of time, for example, as may occur when reproductive isolation builds-up between two sister species.
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